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**RESUMEN**

En este curso los estudiantes aprenderán los elementos básicos que conforman un sistema de procesamiento de lenguaje natural, así mismo como algunos métodos utilizados en este campo.

**PROPÓSITOS DE FORMACIÓN DEL CURSO**

Al final de este curso los estudiantes entenderán los algoritmos básicos utilizados para el procesamiento de lenguaje natural, así mismo como algunas de las aplicaciones de estas técnicas en sistemas reales.

**RESULTADOS DE APRENDIZAJE ESPERADOS (RAE)**

Al finalizar el curso el estudiante estará en la capacidad de:

* Definir las principales características de un sistema de procesamiento de lenguaje natural
* Conocer algunas técnicas básicas utilizadas en este campo.
* Describir lo que son sistemas de dialogo, y entender su implementación.
* Conocer las bases para el desarrollo de un sistema de procesamiento de lenguaje natural.

**CONTENIDOS**

1. Introducción al PLN

* Conceptos fundamentales
* Tipos de procesamiento de texto
* Conceptos básicos de lingüística
* Procesamiento básico de texto en Python.

2. Proceso de PLN

* Preparación de textos: Python NLTK
  + Tokenización
  + Lematización
  + Palabras de Parada
  + Etiquetado
* Modelos computables: Bag of Words, TF-IDF
* Procesamiento descriptivo de textos

3. Aprendizaje automático con textos (skinit-learn)

* Clasificación
* Agrupamiento

4. Redes Neuronales y PLN

* Introducción a redes neuronales
* Word2Vec
* Glove
* Fastext
* Modelos de lenguaje: RNR, LSTM.
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